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Nonlinear (Manifold) Analysis

The nonlinear manifold is more complicated than linear models. Actually, linear
subspace analysis is an approximation of this nonlinear manifold. Direct nonlinear manifold
modeling schemes are explored to learn this nonlinear manifold. In what follows, Kemel
Principal Component Analysis (KPCA) is introduced as an example of nonlinear analysis.

Model-based face recognition

This approach uses a model of the face to perform recognition. The model 1s formed
from prior knowledge of facial features. A recent technique developed by Wiskott and ef al.
is the elastic bunch graph matching technique. Also, Cootesand e al., by integrating both
shape and texture, developed a new technique called the 2D morphable face model, which
measures face variations. A more advanced 3D morphable face model has also been explored
to capture the true 3D structure of the human face surface. The model-based approach usually
involves three steps:

1. Developing the face model.
2. Fitting the model to the given facial image.

3. Using the parameters of the fitted model as the feature vector to calculate the
similarity betweenthe query face and prototype faces from the database and perform
the recognition.

Template-based face recognition

Template matching involves the use of pixel intensity information, either as original
gray-level or processed to highlight specific aspects of the data. The template can either be
the entire face or regions corresponding to general feature locations, such as the eyes or the
mouth. Cross correlation of test images with all training images i1s used to identify the best
match. The template matching strategy was based on earlier work, except that they
automatically detected and used feature-based templates of mouth, eyes and nose, in addition
to the whole face image.

4. Process Flow of Face Recognition

A complete biometric recognition system comprises both hardware and software; the
hardware collects the data, and the software interprets the data and evaluates acceptability
and accessibility. An important difference with other biometnic solutions is that faces can be
captured from some distance away, with for example surveillance cameras. A facial
recognition system is a computer application for automatically identifying or venfying a
person from a digital image or a video frame from a video source. One of the ways to do this
1s by comparing selected facial features from the image and a facial database. The
architecture of the object recognition system is shown in Figure 1.
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S. Methodology
The Viola-Jones face detector

The Viola—Jones object detection framework is the first object detection framework to
provide competitive object detection rates in real-time proposed in 2001 by Paul Viola and
Michael Jones. There are three main steps of this face detectionframework.

1. "Integral Image" which allows the features used by our detector to be computedvery
quickly.

2. "AdaBoost learning algorithm" is a simple and efficient classifier which is built to
select a small number of critical visual features from a very large set ofpotential
features.

3. "Cascade" which allows backgroundregions of the image to be quickly discarded
while spending more computation on promising face-likeregions.

The simple features used are reminiscent of Haar basis functions which have been
used by Papageorgiou et al. (1998). There are three kinds of features they are a two-rectangle
feature, a three-rectangle feature and a four-rectangle feature as shown in Figure 2.Each
feature results in a single value which is calculated by subtracting the sum of the white
rectangle(s) from the sum of the black rectangle(s).

Figure 2. Example rectangle features shown relative to the enclosing detection window.
The sums of the pixels which lie within the white rectangles are subtracted from the sum
of pixels in the grey rectangles. Two-rectangle features are shown in (A) and (B).
Figure(C) shows a three-rectangle feature, and (D) a four-rectangle feature.

Integral image

Rectangle features can be computed very rapidly using an intermediate representation
for the image which we call the integral image. The integral image at location x, y contains
the sum of the pixels above and to the left of x, y, inclusive:

(1 if pf(x) < p@
h(x,£,6) = D L
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Where ii (X, y) is the integral image and i (X, y) is the original image.
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Because of the experiments were conducted using recognition under various lighting,
scale and orientation, the result may vary. One issue to consider is a significantly different
background will adversely affect recognition, as the algorithm cannot distinguish between
face and background. The size of the face may also play a major role in the recognition rate.
The detection algorithm gives an idea of the face size, but may not always be correct. The
main issues associated with the human face detection problem are as follows:

® We need to consider in lighting conditions.
® There have different facial expressions.

® The particular position of an individual face.
® The background images and colors.

To reduce those problems, we need to go future study to fine appropriate algorithms
to get better recognition.When a high level of security is needed, authentication factors with
biometrics techniques are recommended.The developed system was not suitable where
number of people is large. It is convenient to use user accounts in an operating system for
members of an office or a family where number of people is small.
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